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Active matter: takes energy from its surroundings on a single 
particle level and uses it to do work. 
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Fig. 1. Low Reynolds number swimmers: (a) a sperm cell [13], the wave moving along the
flagellum defines a direction in time and allows motion at zero Reynolds number; (b) E. coli,
an example of a pusher, the far flow circulates outwards from the head and tail and inwards
to the sides; (c) Chlamydomonas, the ‘breast-stroke’ of the flagella leads to a contractile
(puller) far flow which circulates from the sides to the front and rear; (d) Euglena metaboly,
shape changes of the body result in propulsion; (e) Paramecium, the surface is covered by
beating cilia, these synchronise, and metachronal waves in the beating pattern move across
the surface of the organism; (f) a fabricated microswimmer, driven by a rotating magnetic
field [11].

bacteria and algae, and fabricated microswimmers, swim. For such tiny entities the
governing equations are the Stokes equations, the zero Reynolds number limit of the
Navier-Stokes equations. This implies the well-known Scallop Theorem, that swim-
ming strokes must be non-invariant under time reversal to allow a net motion, ideas
introduced in Sec. 2. Then, in Sec. 3, we define two model microswimmers and show
how to calculate their swimming speeds.

A concept that we stress in this review is that biological swimmers move au-
tonomously, free from any net external force or torque. As a result the leading order
term in the multipole (far field) expansion of the Stokes equations vanishes and mi-
croswimmers generically have dipolar far flow fields. Sec. 4 is a discussion of the
multipole expansion, and its application to microswimming, and we introduce the
stresslet and rotlet. Then, in Sec 5, we describe physical examples where the dipolar
nature of the bacterial flow field has significant consequences, velocity statistics in a
dilute bacterial suspension and tracer di↵usion in a swimmer suspension. A discussion
of open questions in Sec. 6 closes the paper. As this is a tutorial review we have aimed
to cite references which can be used as entries to the literature.
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II. METHODOLOGY
A. Immersed Boundary-Lattice Boltzmann Method.

The swimmer and cilia reside in a fluid domain. The fluid flow
is computed using the lattice Boltzmann method,7 which is an
efficient numerical solver for the Navier−Stokes equations. The
size of the fluid domain is Lx × Ly × Lz = 60 × 40 × 60 in lattice
Boltzmann units, with periodic boundary conditions in the x
and z directions and no-slip conditions applied on the
boundaries y = 0 and y = Ly. To match the scales of recently
fabricated synthetic cilia and well-studied swimming micro-
organisms, such as the alga Chlamydomonas reinhardtii, we set
the lattice Boltzmann grid spacing Δx = 2.5 μm and the time
step Δt = 1 μs. This yields a cilium length and swimmer length
of 25 μm and biologically relevant swimmer speeds on the
order of 102−103 μm/s (see below).
In our simulation, the upper and lower walls lie 100 μm

apart. We will focus on swimmer dynamics near the lower wall,
where the cilia are located. Although the wall separation is only
4 times the swimmer length, we anticipate that our conclusions
also apply in the case that the upper wall is further away or even
absent. Notably, bacterial cell scattering experiments have
suggested that a wall has negligible hydrodynamic effect until
the swimmer collides with it, aligning with the wall and
remaining in close proximity.14 Once our model swimmer
reaches the ciliated lower wall, the upper boundary is
sufficiently far away to be inconsequential.
The flow field generated by the cilia also potentially depends

on the wall separation. Performing simulations with the wall
separation doubled, however, we found that the flow profile
within the ciliary layer was qualitatively identical. The main
difference was a reduced shear rate in the fluid above the cilia
(see Figure S1). Since for our analysis we are primarily
interested in the dynamics of swimmers that reach the ciliary
layer, the location of the upper wall is not critical, provided that
it is at least a few body lengths away from the lower wall.
The LB method is coupled to the dynamics of solid objects

using the immersed boundary method as follows.10 An object in
the fluid is defined by a collection of mesh nodes. At each time
step, internal forces and torques acting on each node are
computed using a constitutive model relating the stresses to
strains within the object. These forces and torques are
transferred to the fluid in accordance with local force and
torque balance. The resulting flow field is then used to advect
the object nodes, thereby satisfying a no-slip condition on the
object. An additional feature not present in traditional IBMs is
that nodes have an associated orientation, which is updated
using the fluid vorticity field.15 This is required for the elastic
filament model of the cilia (see Supporting Information text).
Although this method of advecting immersed boundaries

helps to prevent interpenetration of bodies,15 we reinforce
excluded volume effects around objects by imposing a short-
ranged repulsive force between nodes of swimmers and those of
cilia. The form of this force corresponds to the repulsive part of
a Morse potential interaction

= − − −V r D( ) (1 e )a r rMorse ( ) 20 (1)

where the maximal interaction range is r0 = 1.5Δx. The precise
details of the repulsive interaction are not expected to
qualitatively influence the outcomes of the model.
B. Swimmer Model. The swimmer that we simulate herein

is based on a theoretical model proposed by Najafi and
Golestanian.16 The body consists of three linked spherical

beads arranged along a line. The lengths of the links between
neighboring beads oscillate as illustrated in Figure 1A. The

stroke is nonreciprocal, which is a well-known prerequisite for
generating a net displacement from a cyclic sequence of body
deformations in the zero-Reynolds-number limit.17 This model
swimmer was chosen because it is one of the simplest that
captures the fundamental characteristic of self-propulsion in a
viscous fluid and is, as for many biological swimmers, attracted
to a surface in the absence of the cilia. (However, the approach
described here is sufficiently general that we can introduce
other types of swimmers, such as a flagellated organism;18 this
will be the subject of future work.)
In our three-dimensional numerical model, each bead of the

swimmer is advected with the local flow velocity. Linear elastic
forces and torques are employed to maintain a swimmer
configuration that is close to rigid and collinear. Using one
immersed boundary node for each bead gives an effective
hydrodynamic radius R = Δx. We choose the link lengths to
oscillate between Lmin

link = 4Δx and Lmax
link = 6Δx so that the

average total swimmer length is Lswim = 10Δx = 25 μm. We
investigate swimmers with two different stroke periods, Tswim =
200Δt and 1000Δt. In both cases, we determined the net
displacement after one cycle to be about 1% of the swimmer
length. This is consistent with the analytical result for the
displacement, Δ, given by Earl et al.:19

ε εΔ = + ≈R L L L7
12

[( / ) ( / ) ] 0.009max
link 2

max
link 3 swim

where ε = (Lmax
link − Lmin

link).
Converting to physical units, the average speeds of the fast

and slow swimmers are vswim = 1250 and 250 μm/s,
respectively. By comparison, experiments have found swimming
speeds up to 240 μm/s for the 10 μm long C. reinhardtii,20

while bacteria and certain fish larvae are known to reach relative
speeds of 50 body lengths per second.21 Our simulated
swimmers are therefore representative of biological examples in
terms of speed. For a fluid with the viscosity of water, the
corresponding Reynolds numbers are Refast = 0.03 and Reslow =
0.006, indicating the dominance of viscous over inertial effects.

C. Cilium Model. Each cilium is modeled as an elastic rod
of length Lcil = 10Δx = 25 μm, discretized into N = 10
segments of equal lengths. The rod segments are characterized
by position and orientation vectors. Internal mechanics of the
rod are governed by linear elastic constitutive relations

Figure 1. Simulation setup and details of the individual components.
(A) A schematic of the swimming stroke cycle for the three-linked-
sphere swimmer. The darker sphere indicates the leading end of the
swimmer. One full cycle leads to a net displacement of about 1% of the
body length. (B) The simulation domain containing nine cilia and one
swimmer. (C) A superposition of configurations of a single cilium
showing the periodic stroke induced by the external driving force. This
stroke is animated in Movie S1.
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Why study active matter:

1. to understand biological systems: biomechanics and self-assembly

2. To create new types of micro-engines

3. As examples of non-equilibrium statistical physics
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Tensor order parameter, Q

2

First we describe the equations of motion, those corresponding to an active nematic, that

we use to model the active suspension. These are the standard equations of liquid crystal

hydrodynamics, written in terms of a tensor order parameter Q, together with an active

term which means that any gradient in Q will produce a flow field. Evolution of Q along

with the momentum ρu is given by [? ? ],

(∂t + uk∂k)Qij − Sij = ΓHij, (1)

ρ(∂t + uk∂k)ui = ∂jΠij. (2)

DQ

Dt
− S = ΓH, (3)

ρ
Du

Dt
= ∇ · (Πviscous +Πpassive +Πactive). (4)

D

Dt
≡ ∂t + u ·∇ (5)

Here the generalised advection term

Sij =(λEik + Ωik)(Qkj + δkj/3) + (Qik + δik/3)(λEkj − Ωkj)

− 2λ(Qij + δij/3)(Qkl∂kul)

Sij = (λEik + Ωik)(Qkj + δkj/3) + (Qik + δik/3)(λEkj − Ωkj)− 2λ(Qij + δij/3)(Qkl∂kul)
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Here, the strain rate tensor, Eij = (∂iuj + ∂jui)/2

and the vorticity tensor, Ωij = (∂jui − ∂iuj)/2

describe where λ is the alignment parameter. We choose λ = 0.7 corresponding to tumbling

rods [? ]. Rotational diffusivity is denoted by Γ and the molecular field
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Landau-de Gennes free energy
:

An ‘elastic liquid’
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Topological defects in nematic liquid crystals
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Continuum equations of liquid crystal hydrodynamics

Tumbling parameter



Continuum equations of liquid crystal hydrodynamics

viscous + passive

couples nematic order and shear flows

relaxation to minimum of Landau-de Gennes free energy



1. What is active matter and why is it interesting?

2. Background 1:  nematic liquid crystals

3. Background 2: low Reynolds number hydrodynamics

4. Active nematics and active turbulence

5. Self-propelled topological defects

6. Confining active turbulence

7. Bacteria: the hare and the tortoise

8. Eukaryotic cells as an active system



Stokes equations



Purcell’s Scallop Theorem

A swimmer strokes must be non-invariant under time reversal
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Far flow field of a swimmer

Swimmers have dipolar far flow fields because they 
have no net force acting on them
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Swimmers have dipolar far flow fields because they 
have no net force acting on them
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Active turbulence: bacteria

Dense suspension of microswimmers
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Continuum equations of active liquid crystal hydrodynamics

viscous + passive + active stress

couples nematic order and shear flows

relaxation to minimum of Landau-de Gennes free energy
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Active contribution to the stress

Gradients in the magnitude or direction of the 
order parameter induce flow.

Active stress => active turbulence 
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Active turbulence

Dense suspension of 
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Active turbulence: topological defects are created and destroyed
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First we describe the equations of motion, those corresponding to an active nematic, that

we use to model the active suspension. These are the standard equations of liquid crystal

hydrodynamics, written in terms of a tensor order parameter Q, together with an active

term which means that any gradient in Q will produce a flow field. Evolution of Q along

with the momentum ρu is given by [25, 26],

(∂t + uk∂k)Qij − Sij = ΓHij, (4)

ρ(∂t + uk∂k)ui = ∂jΠij. (5)

Here the generalised advection term

Sij =(λEik + Ωik)(Qkj + δkj/3) + (Qik + δik/3)(λEkj − Ωkj)

− 2λ(Qij + δij/3)(Qkl∂kul)

Here, the strain rate tensor, Eij = (∂iuj + ∂jui)/2

and the vorticity tensor, Ωij = (∂jui − ∂iuj)/2

describe where λ is the alignment parameter. We choose λ = 0.7 corresponding to tumbling

rods [8]. Rotational diffusivity is denoted by Γ and the molecular field
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. Here K is the elastic constant, A,B and C are material constants. The total stress

generating the hydrodynamics has 3 parts;

1. the viscous stress, Πviscous
ij = 2µEij
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Topological defects are self motile



Flow fields around defects
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Why study confined active systems?

To control active turbulence

Many active systems are finite in extent – tissues, 
organoids, tumours

The physics:

Two competing length scales

Motile topological defects



States of an Active Nematic in a Channel

Fig. 5 Enstrophy (a) Channel-averaged enstrophy distribution for a

channel of height h = 35 and Frank coefficient K = 0.4 for different values

of the dimensionless activity number A =
p

z h2/K. A not yet defined so

moved to (a) (b) Enstrophy peak position as a function of A. Coloured

markers correspond to the distributions shown in (a). add fig 7 in here?

ity49,50. However, confinement truncates the allowable range of
`z and screens interactions on separations > h. Thus, there is
a competition between the activity-induced length scale `z and
the screening length h, as described by the dimensionless activity
number A = h/`z =

p
z h2/K.

However, the activity number is not the only control param-
eter that affects the order parameter hei since the +1/2 discli-
nation speed increases linearly with both activity and channel
height (Fig. 2) and, therefore, does not depend directly on A.
In addition to the dimensionless activity number A, we must
account for the self-motility speed of the +1/2 disclinations13

v+1/2 ⇠ hz/h . Increasing self-motility sufficiently is anticipated
to lead to meso-scale turbulence but t The magnitude of the self
motility must be judged against the characteristic velocity scale of
the nematic liquid crystal51 nQ = `QEQ/h , where EQ is the char-
acteristic nematic energy density scale (EQ = 0.3; see ESI) and
`Q =

p
K/EQ is the equilibrium nematic persistence length. The

competition between these two velocity scales defines a charac-
teristic self-motility number V = v+1/2/nQ ⇠ hz/

p
KEQ.

By plotting flow structures as a function of activity number A

and non-dimensionalized disclination speed V , the flow regimes
are well separated into distinct dynamically steady states (Fig. 6).
The non-flowing quiescent state is shown at the lower left and
meso-scale turbulence at the upper right, with unidirectional flow,
oscillating flow and Ceilidh dynamics found between. comment

on initial conditions which are going to matter

I think we should drastically cut down on speculation about what

Fig. 6 Dynamical steady state diagram of flow structures. Flow

regimes as a function of the dimensionless activity number

A = h/`z =
p

z h2/K and self-motility number V = v+1/2/nQ = A

p
z/EQ

Why the strange hatched lines?, why call the yellow region turbulent

patches?

Fig. 7 The channel-averaged enstrophy acts as an order parameter
for dynamical transitions between flow states. Activity is increased in

incremental steps of Dz = 2⇥10�4, from non-flowing to oscillating flow

to Ceilidh dynamics. The linear rise within the oscillating flow state is

subtracted off and the dynamical transition to Ceilidh dynamics is seen

to be continuous with measurable hysteresis. Red symbols denote

increasing activity, whereas blue symbols denote decreasing activity in

increments of Dz = 2⇥10�4. All other simulation parameters are given

in § 5.

we can’t do, next para is a minimal suggestion

The region of the phase diagram that we can access in our sim-
ulations is limited by numerical stability and it would be inter-
esting to reach further into the low A, high V and high A, low V

regimes. In particular the form of the phase boundaries suggest
that a direct transition from the stable to the oscillating flow state
might occur at higher self-mobility.

2.4 Lattice defects
As a system-spanning ordered flow state, the Ceilidh dynamics
state itself can possess various irregularities. We refer to these
imperfections in the long-range structure as lattice defects, which
should not be confused with the ±1/2 topological disclinations
that occur in the continuous director field. These lattice defects
arise when the system becomes trapped in a state in which a danc-
ing pair of +1/2 disclinations is separated by other dancing-pairs.
While the majority of irregularities are resolved as the steady state
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Ceilidh Dance



Vortex lattice and active topological microfluidics
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No flow  =>  laminar flow => the Ceilidh dance => active turbulence

Increasing activity  =>

<=  Increasing confinement



Microtubules and kinesin motors in channels

Widths 30 – 400 microns



The dancing state in confined microtubule – kinesin mixtures

Distribution of defects across
the channel:

Blue  -1/2

Green  +1/2 





Shear + periodic bursts of defects 

λi

λi

w

w

Distance between defects is 
set by the channel width



Shear + bursts of defects Defect bursts are periodic

Exp Exp Sim Sim

time



1. What is active matter and why is it interesting?

2. Background 1:  nematic liquid crystals

3. Background 2: low Reynolds number hydrodynamics

4. Active nematics and active turbulence

5. Self-propelled topological defects

6. Confining active turbulence

7. Bacteria: the hare and the tortoise

8. Eukaryotic cells as an active system



Active turbulence: eukaryotic cells



Thuan Beng SawBenoit Laboux

Thank You

Amin Doostmohammadi

Saw et al  Nature, 2017 
Mueller et al  Physical Review Letters 2019 

Romain MuellerGuanming Zhang
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Fig. 3
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‘Turning off’ motility

Topological defects in epithelia govern the 
extrusion of dead cells

T. Beng Saw, A. Doostmohammadi et al, 
Nature 544 212 (2017)



Topology in biology?

Positions of apoptosis correlated with +1/2 
topological defects

High stress drives YAP from nucleus to 
cytoplasm which is a signal for cell death

Cell dies and is ejected from the monolayer



Questions

Why do isotropic cells give nematic defects?

Why are the defects extensile?

Can we model cell mechanics as an active system?
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(a) (b) (c)

FIG. 3. (a) In an isotropic configuration of rod like parti-
cles (dashed lines), fluctuations may induce local, temporary
ordering (continuous lines). (b) Extensile particles generate
flows with extensional axis along the instantaneous orienta-
tion which stabilises this ordering. (c) Contractile particles
generate flows with compressional axis along the instanta-
neous orientation, which destabilises the ordering.

the contractile case. Thus the response of the Q tensor
to the extensional part of the flow generates an effec-
tive molecular potential and, in extensile systems, the
hydrodynamics acts as an effective force favouring the
alignment of the active rods. For plate-like particles,
λ < 0, however, the stable position is along the com-
pressional axis with plate orientation defined normal to
the plate. Therefore now it is the contractile stress that
favours ordering. Since these mechanisms depend only
on the extensional part of the flow field, they hold for
both aligning and tumbling particles.
These arguments agree with the dependence of the ef-

fective free energy terms in Eq. (10) on the product λζ.
Simulations showed, as expected, that for λζ < 0, a sys-
tem initialised in the isotropic state with zero bulk free
energy remained in this state, whereas for a system with
λζ > 0 we observed active turbulence (Fig. 2).
The nematically ordered regions in active systems are

known to be hydrodynamically unstable [10, 23]. This is
again a consequence of the response of the active parti-
cles to self-generated flow fields. While we have argued
that the extensional part of the active flow (that is pro-
portional to λ in Sij) can enhance orientational ordering,
the vortical part of the active flow plays the major role
in destabilising the nematic state [22, 31]. Understand-
ing active turbulence as a competition between these two
mechanisms warrants further investigation.
We now add the usual thermodynamic, Landau de

Gennes free energy terms

FT D =
A0(T − T ∗)

2
QijQji+

B

3
QijQjkQki+

C

4
(QijQji)

2

into the equations of motion where they appear as an
additional term in the molecular field Hij . TIN = T ∗ +

B2

27A0C
is the isotropic-nematic transition temperature in

the passive liquid crystal. Restricting ourselves to sys-
tems which have a uniform concentration (φ =constant)
we capture the competition between the free energy-
induced and activity-induced ordering by measuring the
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FIG. 4. Average value of the magnitude of the order param-
eter, ⟨q⟩, in a plane spanned by normalised temperature and
activity for rod like particles (λ = 0.7).
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FIG. 5. Activity, ζ, dependence of (a) the velocity correlation
functions, (b) the order parameter correlation function at T <
TIN (dashed lines), T > TIN (continuous lines).

average magnitude of order parameter ⟨q⟩, independently
changing T and ζ in the simulations (Fig. 4.)

First consider extensile systems. Below TIN, ⟨q⟩ in-
creases with ζ due to activity induced ordering. The
effective isotropic-nematic transition temperature TIN(ζ)
increases approximately linearly with ζ. In contractile
systems, however, activity destroys nematic ordering.
Thus ⟨q⟩ = 0 even below T = TIN. This disordering
is very small and cannot be seen clearly in Fig. 4 but
the reduction in ⟨q⟩ with increased contractile activity is
clear.

To understand the role of intrinsic free energy in
determining the characteristic length scales of the
active turbulence state we measured the velocity
correlation functions Cvv(R) = ⟨v(R)·v(0)⟩/⟨v(0)2⟩
and order parameter correlation functions CQQ(R) =
(⟨Q(R):Q(0)⟩−⟨Q(∞):Q(0)⟩) /

(

⟨Q(0)2⟩−⟨Q(∞):Q(0)⟩
)

,
at two different temperatures T < TIN (Fig. 5: dashed
lines) and T > TIN (Fig. 5: continuous lines). Deep
in the nematic phase we find only weak dependence of
velocity and order parameter correlation functions con-
sistent with previous investigations [7, 15, 17, 18, 24, 32].
However, near TIN, change in activity changes the degree

Extensile forces enhance nematic fluctuations 4
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average magnitude of order parameter ⟨q⟩, independently
changing T and ζ in the simulations (Fig. 4.)

First consider extensile systems. Below TIN, ⟨q⟩ in-
creases with ζ due to activity induced ordering. The
effective isotropic-nematic transition temperature TIN(ζ)
increases approximately linearly with ζ. In contractile
systems, however, activity destroys nematic ordering.
Thus ⟨q⟩ = 0 even below T = TIN. This disordering
is very small and cannot be seen clearly in Fig. 4 but
the reduction in ⟨q⟩ with increased contractile activity is
clear.

To understand the role of intrinsic free energy in
determining the characteristic length scales of the
active turbulence state we measured the velocity
correlation functions Cvv(R) = ⟨v(R)·v(0)⟩/⟨v(0)2⟩
and order parameter correlation functions CQQ(R) =
(⟨Q(R):Q(0)⟩−⟨Q(∞):Q(0)⟩) /

(

⟨Q(0)2⟩−⟨Q(∞):Q(0)⟩
)

,
at two different temperatures T < TIN (Fig. 5: dashed
lines) and T > TIN (Fig. 5: continuous lines). Deep
in the nematic phase we find only weak dependence of
velocity and order parameter correlation functions con-
sistent with previous investigations [7, 15, 17, 18, 24, 32].
However, near TIN, change in activity changes the degree

Sumesh P. Thampi et al.

(a) (b) (c)

Fig. 3: (Colour online) (a) In an isotropic configuration of
rod-like particles (dashed lines), fluctuations may induce local,
temporary ordering (continuous lines). (b) Extensile particles
generate flows with extensional axis along the instantaneous
orientation which stabilises this ordering. (c) Contractile par-
ticles generate flows with compressional axis along the instan-
taneous orientation, which destabilises the ordering.

part of the flow generates an effective molecular potential
and, in extensile systems, the hydrodynamics acts as an
effective force favouring the alignment of the active rods.
For plate-like particles, λ < 0, however, the stable position
is along the compressional axis with plate orientation de-
fined normal to the plate. Therefore now it is the contrac-
tile stress that favours ordering. Since these mechanisms
depend only on the extensional part of the flow field, they
hold for both aligning and tumbling particles.

These arguments agree with the dependence of the ef-
fective free-energy terms in eq. (10) on the product λζ.
Simulations showed, as expected, that for λζ < 0, a sys-
tem initialised in the isotropic state with zero bulk free
energy remained in this state, whereas for a system with
λζ > 0 we observed active turbulence (fig. 2).

The nematically ordered regions in active systems are
known to be hydrodynamically unstable [10,23]. This is
again a consequence of the response of the active parti-
cles to self-generated flow fields. While we have argued
that the extensional part of the active flow (that is pro-
portional to λ in Sij) can enhance orientational ordering,
the vortical part of the active flow plays the major role
in destabilising the nematic state [22,32]. Understand-
ing active turbulence as a competition between these two
mechanisms warrants further investigation.

We now add the usual thermodynamic, Landau-de
Gennes free-energy terms

FT D =
A0(T −T ∗)

2
QijQji +

B

3
QijQjkQki +

C

4
(QijQji)2

into the equations of motion where they appear as an ad-
ditional term in the molecular field Hij . TIN = T ∗+ B2

27A0C
is the isotropic-nematic transition temperature in the pas-
sive liquid crystal. Restricting ourselves to systems which
have a uniform concentration (φ = constant) we cap-
ture the competition between the free-energy–induced and
activity-induced ordering by measuring the average mag-
nitude of order parameter ⟨q⟩, independently changing T
and ζ in the simulations (fig. 4).

First, consider extensile systems. Below TIN, ⟨q⟩ in-
creases with ζ due to activity-induced ordering. The
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Fig. 5: (Colour online) Activity, ζ, dependence of (a) the veloc-
ity correlation functions, (b) the order parameter correlation
function at T < TIN (dashed lines), T > TIN (continuous lines).

effective isotropic-nematic transition temperature TIN(ζ)
increases approximately linearly with ζ. In contractile sys-
tems, however, activity destroys nematic ordering. Thus
⟨q⟩ = 0 even below T = TIN. This disordering is very small
and cannot be seen clearly in fig. 4, but the reduction in
⟨q⟩ with increased contractile activity is clear.

To understand the role of intrinsic free energy in
determining the characteristic length scales of the
active turbulence state we measured the velocity
correlation functions Cvv(R) = ⟨v(R)·v(0)⟩/⟨v(0)2⟩
and order parameter correlation functions CQQ(R) =
(⟨Q(R):Q(0)⟩−⟨Q(∞):Q(0)⟩) /

(
⟨Q(0)2⟩−⟨Q(∞):Q(0)⟩

)
,

at two different temperatures T < TIN (fig. 5, dashed
lines) and T > TIN (fig. 5, continuous lines). Deep in the
nematic phase we find only weak dependence of velocity
and order parameter correlation functions consistent with
previous investigations [7,15,17,18,24,33]. However, near
TIN, change in activity changes the degree of nematic
ordering and in response, all characteristics of the turbu-
lent field show a stronger dependence on activity. This
qualitatively different behaviour might help to establish
the role of activity-driven ordering in experiments.

Concentration segregation. – In the context of dry
active systems (no hydrodynamics) it is customary to add
an active current to the Cahn-Hilliard equation, ζφ∇ · Q,
where ζφ is a constant [10,34]. This accounts for the

28004-p4



Active dipolar force

h?2 7Q`+2 /2MbBiv Bb

fnemi = −ζQQi ·∇φi = −ζQsi(n
T
i ni − I/d) ·∇φi UeV

= −ζQsi
[
(ni ·∇φi)ni −

1

d
∇φi

]
UdV

ni Bb � +QMbi�Mi 7Q` 2�+? +2HHX ∇φ HQ+�i2b �i i?2 #QmM/�`v Q7 � +2HH- Bib /B`2+iBQM
Bb MQ`K iQ i?2 +2HH #QmM/�`v TQBMiBM; BMr�`/bX h?2 K�;MBim/2 Q7 M2K�iB+ 7Q`+2
/2MbBiv ∥fnemi ∥ = ζQsi ∥∇φi∥ 7Q` k.U/4kVX
q?2M M2K�iB+ /B`2+iQ` ni Bb T�`�HH2H iQ ∇φi

ni ∝ ∇φi, f
nem
i = −ζQsi∇φi

q?2M M2K�iB+ /B`2+iQ` ni Bb T2`T2M/B+mH�` iQ ∇φi

ni ⊥ ∇φi, f
nem
i = ζQsi∇φi

h?2 7Q`+2 /2MbBiv U6B;X\\V7Q` 2ti2MbBH2b �M/ +QMi`�+iBH2b �`2 bBKBH�` iQ i?2 ~Qr
}2H/ Q7 2ti2MbBH2b �M/ +QMi`�+iBH2b BM ?v/`Q/vM�KB+bX

U�V 2ti2MbBH2 U#V +QMi`�+iBH2

6B;m`2 R, M2K�iB+ 7Q`+2 /2MbBivU�``QrV �M/ /B`2+iQ`U#�`V7Q` �M 2ti2MbBH2 �M/ �
+QMi`�+iBH2

(h?2 b+?2K�iB+ THQi ?2`2 Bb /Bz2`2Mi 7`QK 6B; R BM ?iiTb,ff�`tBpXQ`;fT/7fR3RRXy8y9yXT/7-
A i?BMF i?Bb QM2 Bb KQ`2 `2�bQM�#H2)

9 .vM�KB+b Q7 SQH�`Bx�iBQM �M/ �+iBp2 L2K�iB+
h2MbQ`

9XR .vM�KB+b Q7 SQH�`Bx�iBQM
SQH�`Bx�iBQM Bb bBKTHB}2/ iQ ?�p2 +QMbi�Mi H2M;i?- i?2M i?2 /vM�KB+b Q7 Q`B2M@
i�iBQM 7Q` pi +?�`�+i2`Bx2 i?2 2pQHmiBQM Q7 piX h?2 /vM�KB+b Q7 Q`B2Mi�iBQM Bb

9





Q ¼
X

i
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158159 where Si is the deformation tensor of cell i [38] defined as
160 the traceless part of −

R
dx ð∇ϕiÞT∇ϕi. Its eigenvalues and

161 eigenvectors measure the strength and orientation of the
162 main deformation axes of cell i (see Supplemental Material
163 [31] for details). Multiplying each deformation tensor
164 by the corresponding phase field ensures that Q is a field
165 defined at each point in space (see Supplemental
166 Material, Fig. ??.).
167 We now turn to themain focus of this Letter and show that
168 introducing a local active term proportional to the deforma-
169 tion of single cells is able to drive the system out of
170 equilibrium and to capture the active nematic phenomenol-
171 ogy of dense cellular monolayers. From Eq. (4), one can see
172 that the active term, ζQ, for a given nematic tensorQ can be
173 interpreted as a dipolar force density distributed along the
174 cells’ interfaces while P is a simple elastic repulsion force.
175 As a result, each cell pushes or pulls its neighbors depending
176 on the direction of their contact areawith respect to the stress
177 tensor (see Fig. 1 for an illustration). Note however that this
178 is an effect of the cellular interactions alone: single, isolated,
179 cells do not deform at nonvanishing activity.
180 This simple definition of the tissue nematic tensor in
181 terms of the local deformation is able to create large-scale
182 flows for high enough activity strengths and leads to the
183 spontaneous creation of defects in the nematic field (see
184 Supplemental Material [31], Movie 1). Defining the tissue
185 velocity as v ¼

P
i ϕivi, we see that the root-mean-square

186 velocity v2rms ¼ hv2i and nematic order S2rms ¼ hdetS2i ¼
187 hS211 þ S212i develop nonzero values as ζ is increased
188 [Fig. 2(a) and Supplemental Material, Fig. ??], indicating
189 that our model shows an activity-driven transition to
190 nonzero nematic order and flows. Because of the nematic
191 nature of the interactions, the total force is approximately
192 zero at the tissue level and the system does not develop any
193 system-wide net velocity under periodic boundary con-
194 ditions. In particular this means the transition to collective
195 movement here is different from the flocking phase
196 transitions observed in Vicsek-type active systems with
197 polar driving.
198 The transition to flow shows a clear activity threshold
199 which depends in a well-defined manner on the elasticity γ
200 [Fig. 2(b)], but is independent of the domain size L
201 [Fig. 2(c)]. This is in contrast to continuum models of
202 active nematics, which explicitly include the velocity as a
203 hydrodynamic variable and where a hydrodynamic insta-
204 bility initiates flows at an activity threshold that tends to
205 zero as L → ∞ [39]. This suggests a different origin for the
206 transition and we conjecture that it is driven by the
207 interaction forces at the cell-cell interfaces that amplify
208 the deformation for extensile activity (ζ> 0) in our model.
209 This hypothesis is strengthened by the fact that the system
210 is stable for contractile activity (ζ< 0) for which the

211interactions at the interfaces tend to restore the equilibrium
212shape (Supplemental Material Fig. ??). A finite value of the
213threshold then appears because cells need to push (pull)
214strongly enough to cause sufficient deformation of their
215neighbors. Using the balance of active stresses with the
216pressure contribution due to the elastic energetic cost of cell
217deformation, the activity threshold is found to linearly
218depend on the elasticity, ζcr ∼ γ, consistent with the
219simulation results [Fig. 2(b)], see Supplemental Material
220[31] for more details.
221These differences in the origin of the spontaneous flow
222generation have clear observable consequences for the
223dynamics of the system. In particular, we do not observe
224the formation of highly distorted lines in the nematic field
225—“walls”—that are a typical consequence of the hydro-
226dynamic instability [40,41]. This in turn affects the mecha-
227nism by which nematic defects are spontaneously created.
228While in continuum active nematics defect proliferation is
229predominantly mediated by the unzipping of walls by pairs
230of oppositely charged defects [40], the emergence of
231defect pairs occurs spontaneously at random positions in
232our cell-based model. Interestingly this resembles much
233more closely the experimental observations of the defect
234proliferation in MDCK cells where it has been puzzling that
235no walls are apparent [6].

(a)

(b)

F2:1FIG. 2. Transition to flows in an extensile system of 240 cells.
F2:2(a) The root-mean-square velocity vrms and nematic order Srms
F2:3develop nonzero values with increasing activity ζ, where the
F2:4mean value is taken over each individual cell. Note that we
F2:5subtracted the zero-activity rms order S0 ¼ Srmsjζ¼0. Mean % std
F2:6from five simulations. (b) Dependence of the location of the
F2:7activity threshold on the elasticity γ and domain size L. The
F2:8threshold is defined as the first value of activity ζ for which the
F2:9vrms > 10−7 after 3000 simulation steps, after vrms has been

F2:10averaged over four simulations.
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Questions and some answers

Why do isotropic cells give nematic defects

Bootstrap effect of extensile forces

Why are the defects extensile?

Due to interactions between cells

Why don’t we see walls?

Hydrodynamic instability weak

Can we model cell mechanics as an active system?

??

Polarisation dynamics

Cf vertex models

Confinement, cell division ….


